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Abstract

The ability to recognize a product on the shelf of a retail store is an ordinary human skill. The same recognition problem
presents an exceptional challenge for machine vision systems. Automatic detection of products on the shelf of a retail
store provides enhanced value-added consumer experience and commercial benefits to retailers. Compared to machine
vision based object recognition system, automatic detection of retail products in a store setting has lesser number of
successful attempts. In this paper, we present a survey of machine vision based retail product recognition system and
define a new taxonomy for this field. We also describe the intrinsic challenges associated with the problem. In this
comprehensive survey of published papers, we analyze features used in state-of-the-art attempts. The performances of
these approaches are compared. The details of publicly available datasets are presented. The paper concludes pointing
to possible directions of research in related fields.

Keywords: Survey, product detection, product recognition, planogram compliance, multiple object detection,
out-of-stock detection

1. Introduction

For long computer vision practitioners are attempt-
ing to build machine vision system to detect merchandise
stacked in the racks of supermarket. By detection (or iden-
tification), we refer to recognition and precise localization5

of products visible in the racks of a supermarket. It is as-
sumed that ideal marketing image of the individual prod-
uct is available to the vision system. The objective of such
a vision system is (1) to generate an inventory of products
available in the store at any point of time from the images10

of racks stacked with products (referred as out-of-stock
detection problem), (2) to correlate and validate the plan
of product display (often referred as planogram) with the
actual display of merchandise (referred as planogram com-
pliance problem), and finally (3) to provide a value-added15

experience to users (referred as shopping assistance prob-
lem). In this paper we survey the progress of these product
detection systems targeted for displayed merchandise in a
supermarket.

The block diagram of the machine vision system under20

discussion is shown in Fig. 1. In rest of the paper, we in-
terchangeably use rack image as shelf image and product
image as product template. A set of typical product im-
ages from publicly available GroZi-120 dataset [1] is shown
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Figure 1: A typical computer vision system for detection of products
in supermarkets

in Fig. 2(a). Example rack images where the product im-25

ages of Fig. 2(a) are to be detected is shown in Fig. 2(b).
A few attempts have been made to solve the above-

mentioned problem using RFID, sensors, or barcodes [2,
3, 4]. There are ubiquitous sensor based system (like Ama-
zonGo [5]) to monitor recognition and selection of products30

by a consumer. Most sensor based systems require fabri-
cation at the manufacturer’s end resulting in cost escala-
tion of the product. Moreover, to assess the out-of-stock
problem, a retailer needs to wait till the product leaves
the store. Consequently, planogram compliance problem35

cannot be addressed with such sensors. Individual prod-
uct based sensor has the problem of assessing the status of
multiple products at one go. Devices for ubiquitous system
have scalability issue and require significant investment. In
contrast, computer vision based methods use hand phone40

camera or rack mounted camera to collect data. Overall,
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(a) (b)

Figure 2: GroZi-120 dataset [1]: (a) sample product images typically used for marketing, (b) sample rack images where products are to be
recognized and localized. (x1, y1) and (x2, y2) are the spatial co-ordinates of upper-left and bottom-right corners of a detected bounding box
respectively.

computer vision based approaches provide an inexpensive
feasible alternative compared to sensor based approaches.

In this paper, we present a comprehensive survey of the
methods and results published over last 20 years in context45

of detection of products in retail stores. In a survey on ob-
ject detection algorithms, Jafri et al. [6] present few meth-
ods of retail product recognition for the visually impaired
persons. In a recently published conference article [7], au-
thors present a brief survey on product recognition in shelf50

images. Their brief survey includes use of remote sensing
technology for recognizing products in shelves. However,
the survey in [7] is neither comprehensive nor explores the
challenges specific to the problem. On the contrary, our
comprehensive survey presents challenges, approaches, ap-55

plications and new frontiers of the retail product detec-
tion problem. Furthermore, one of the important goals
of this comprehensive survey is to present a new taxon-
omy of computer vision based state-of-the-art methods in
detecting products on the shelves of a supermarket.60

The rest of the paper is organized as follows. Section 2
discusses the challenges and benefits for automatic detec-
tion of products from images of racks of retail stores. Fea-
ture analysis is surveyed in Section 3. Section 4 presents an
organized survey of methods. Sections 5 to 9 successively65

describe each group of works of the proposed taxonomy
of our survey. Section 10 contains the description of pub-
licly available datasets and comparison of performances of
different methods based on published results. Finally, Sec-
tion 11 concludes the paper pointing to future directions70

of research.

2. Challenges and Benefits

Table 1 summarizes the possible challenges of the prod-
uct detection system.

The racks are typically cluttered and often not orga-75

nized in a regular fashion. Ideal marketing images of dif-
ferent products available to the vision system are often
taken using different cameras resulting in different distri-
butions of image intensities. Also, due to different imaging
parameters, length of the product package (in some unit80

of length, say, cm) is mapped to different pixel resolutions
for product and rack images. Examples of differences be-
tween product templates and rack images are evident in

Table 1: Challenges in automatic recognition of retail products

Category Sub-category

Retail Store Environment

◦ Complexity of scene
◦ Data distribution
◦ Variability of products
◦ Fine-grained classification

Digital Imaging

◦ Blurring
◦ Uneven lighting conditions
◦ Unusual viewing angle
◦ Specularity

Fig. 2(a) and 2(b). Product packages come in different
shapes and sizes. There are minor promotional variations85

in product packaging and a product detection system must
differentiate such minor variations. This identification of
minor signature variation in shape or color for a wide vari-
ety of products demand fine-grained classification. Fig. 3
demonstrates a few examples of visually similar products90

having minute changes in color, text or size.

(a) (b)

Figure 3: Fine-grained variations (a) color and text, and (b) size

The rack images are captured using handheld devices.
This often results in image blur due to camera shake and
jitter (see the middle rack image in Fig 2(b)). The image
of rack gets distorted due to oblique viewing (non-fronto-95

(a) (b)

Figure 4: (a) Distorted rack image due to oblique viewing and spec-
ular reflection due to glossy product packages and (b) rack image
with vertically stacked products
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(a) (b)

Figure 5: (a) The promotional sticker (marked by blue arrow) looks
like a product and (b) shadow of a product (marked by the red
contour and green arrow) in the gap

parallel position of the camera with respect to the rack)
and uneven illumination (see Fig. 4(a)). The captured
rack image often has specular reflection due to glossy prod-
uct packages (see Fig. 4(a)). Object to image distortions
magnify for stacked products (see Fig. 4(b) where parallel100

lines appear to generate a vanishing point due to oblique
viewing) due to top and bottom boundaries of stacked
product. The challenge often extends to a scenario where
a gap in the rack (absence of product on the rack) is of-
ten get confused with the presence of a sticker in the peg105

board (see Fig. 5(a)) or with the presence of a product due
to shadow and uneven illumination (see Fig. 5(b) marked
using the red contour).

These reasons altogether pose significant challenge on
top of typical object detection system studied in computer110

vision. The retail product detection problem bundles up
various modalities of object detection problems like mul-
tiple object detection [8, 9, 10], detection of the multiple
instances of the same object [11, 12], multiple object lo-
calization [13, 14], multi-view object detection [15], and115

fine-grained classification [16, 17, 18, 19].
The benefits of a vision based product detection system

are summarized below.

1. Enhanced Consumer Experience: Note that there are
around 30 million people in the world who are suffering120

from blindness [20]. Even for a normal buyer real time
information of availability of a particular product at a
given location of the store reduces the shopping time to
a great extent.

2. Commercial Benefits: An estimate by Metzger et al.125

shows that out-of-stocks in supermarkets generally re-
main within a range of 5 to 10% [21]. In [22], Gruen
et al. conduct a research on the impacts of out-of-
stocks in retail stores worldwide. They find the follow-
ing statistics due to out-of-stock situation: 31% shop-130

pers move to another stores, 22% shoppers purchase an-
other brand of the products, and 11% customers do not
buy at all. The strategy for arrangement (planogram)
of products in one or consecutive racks increases sales.
Planogram establishes a close relation between shop-135

pers, retailers, distributors, and manufacturers. It is
observed that 100% optimized planogram compliance
can increase sales up to 7 to 8% [23]. Hence, out-of-

stock detection and checking of planogram compliance
contribute to profit in retail businesses [24].140

In the next section, we analyze features used in the at-
tempts to recognize retail products.

3. Features for Detection of Retail Products

The feature descriptors for the problem under consid-
eration are broadly classified as key point based, gradient145

based, pattern based, color based and deep learning based
features. The related works under these classifications are
tabulated in Table 2. Next, we present a brief discussion
on each of the groups.

3.1. Key Point based Features150

The key point based features are the most used for
recognition of retail products. The retail merchandise are
packaged in colorful and catchy outfits. As a result, the
image of product package generates a number of key points
suitable for image matching. The key points in most cases155

are detected using SIFT [25, 26] and SURF [39, 40]. The
methods in this category that deserve special attention
are [51, 52]. These approaches propose new variants of
SURF namely AB-SURF [51] and NSURF [52] in detecting
products. Overall Table 2 shows the importance of key160

point based features. Local image characteristics in and
around key points are captured using a histogram [25, 26,
39, 40]. Stability of these histograms as features is one of
the reasons for popularity of key point based features for
detecting retail products.165

Table 2: Feature descriptors and corresponding approaches where
these features are used.

Categories Feature Descriptors Approaches

Key point
based Features

SIFT [25, 26]
[1, 27, 28, 29, 30, 31],
[32, 33, 34, 35, 36]

Dense SIFT [37] [38]

SURF [39, 40]
[41, 42, 43, 44, 45],
[46, 47, 48, 49, 50]

AB SURF [51] [51]

Neo SURF [52] [52]

BRIGHT [53] [54]

Gradient
based Features

Morphological Gradient [55] [56]

HOG [57] [58, 59]

Sobel Operator [60] [44]

Canny Edge Detector [61] [59]

Pattern
based Features

Haar-like Features [62] [1]

Recurring Patterns [63] [64, 65, 66]

Color
based Features

Color Histogram [67] [1, 41, 42, 31, 44]

Saliency [68] [51, 58, 49]

Color Constancy Model [69]
[70, 71, 72, 73],
[74, 75, 76]

Deep Learning
based Features

CaffeNet [77] [78, 79]

AlexNet [80] [50, 66]

Inception-V3 [81] [82]

VGG-f [83] [84]

CNN [85, 86] [49]
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3.2. Gradient based Features

Gradient based features (e.g., HOG or Sobel operator)
are used for template based matching of product images
extracted from images of racks. The geometric shapes like
corners or edges embedded in product and rack images are170

also utilized for template matching. Similarly, as in case
of key point based features, gradient based local image
characteristics are also captured using a histogram for de-
tecting retail products [58, 59]. However, the performance
of straightforward implementation of HOG like features175

are not encouraging as discussed in 5.1.

3.3. Pattern based Features

In identifying retail products, the most common pat-
tern based features are Haar or Haar-like features [62]
and recurring patterns [63]. In this category, the recur-180

ring patterns play a vital role in detecting products as in
[64, 65, 66]. In many real-life situation, similar yet non-
identical objects often appear in a group like cars on the
street, faces in a crowd and in context of this paper, prod-
ucts on a supermarket rack. The authors of [63] state that185

much of our understanding of the world is based on the per-
ception and recognition of shared or repeated structures. In
order to capture such repeated structures or recurrence na-
ture, each product in a supermarket rack, act as a unit in a
recurring pattern. Fig 6 demonstrates two example images

(a) (b)

Figure 6: Example images indicating recurring patterns by circles
[64]: the images are taken from [64].

190

of rack where the circles indicate recurring patterns. Re-
cently, the authors of [66] utilize the concept of recurring
patterns in their proposed solution for the problem.

3.4. Color based Features

In detecting products, the color histogram [67] and195

classical saliency features [87, 68, 88] of products can be
considered as color based features. However, saliency and
color histogram are sensitive to illumination changes com-
mon to a retail store. In order to tackle such illumina-
tion effects in color images, the authors of [70]-[76] present200

various color based features using color constancy models
for recognition of objects. List of color based features for
product identification are given in Table 2.

3.5. Deep Learning based Features

In detecting retail products, all previously discussed205

four categories of features are hand crafted. In contrast,
deep learning based features are derived from CNN pipeline
[85, 86]. For retail product detection, either the outputs
of an intermediate layer [50, 78, 66] of a network are used
as features or the network as a whole is utilized for both210

feature extraction and classification [49, 84, 78, 79, 82].
Table 2 compiles deep learning related references. Next
we present the taxonomy of the state-of-the-art methods
of recognition system of retail products.

4. A Taxonomy for Detecting Retail Products215

The first serious attempt [70] of recognition of retail
products in isolation (i. e., identification of individual
product image cropped from the rack image) was in 1999.
Naturally, localization issue is not addressed in this work.
It took almost another eight years to take a more involved220

approach for recognition and localization of multiple retail
products. In 2007, Merler et al. [1] introduce the retail
product detection problem along with a dataset contain-
ing rack and product images. Since then there are slightly
more than 35 research publications directly related to re-225

tail product detection system. In Table 3, we propose a
taxonomy for automatic detection of retail products.

From the pattern of development over the last decade,
we find two major sequential steps as noted in Table 3. In
the first layer of taxonomy, a probable region (containing230

a product) on the rack is identified based on an object-
ness (or productness) measure. We group the methods in
the first layer in five different approaches: block, geomet-
ric transformation, saliency, detector, and user-in-the-loop
based methods. Moreover, block based methods are clas-235

sified into sliding window and grid based methods.
In the second layer of taxonomy, each method is parti-

tioned into two groups namely unsupervised and super-
vised approaches of object detection. While using the
terms supervised and unsupervised approaches, we have240

relied on the classical definitions used in the machine learn-
ing literature [91]. The unsupervised methods mainly in-
clude template based matching. The supervised methods
refer to building a model using a training set. The trained
model is used to test a new set of data unseen to the model.245

The Table 3 also presents different areas of applications
and corresponding categories of the problem. The areas of
applications are (AI) Shopping assistive system (AII) Out-
of-stock detection (AIII) Planogram compliance. The cat-
egories of the detection problem addressed in these papers250

are:

(DI) Detection of single product: This relates to accurate
identification and localization of only one product at
a time in a rack image.

(DII) Detection of multiple products: This relates to accu-255

rate identification and localization of all the products
in a rack image in one go.
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Table 3: Taxonomy of computer vision based approaches for product detection in retail stores (∗: these methods crop product images from
rack image either manually or using planogram information): for details, refer to text in Section 4.

Automatic
Product
Detection
in Retail
Stores

Unsupervised
Methods

Supervised
Methods

Area of
Application

Category
of Problem

Block based
Methods

Sliding Window
based Methods

[1] AI DII

[58] AII DII

[44] AIII DII

[52] AIII DII

Grid based
Methods

[28] AI DIV

[29] - DIV

[41] AI DI

[54] AII DII

[30] AI DII

[89] AI DII

Geometric Transformation
based Methods

[1] AI DII

[27] - DII

[32] AIII DII

[43] AII DII

[45] AI DI

[46] AI DI

[47] - DII

[34] AIII DII

[35] - DII

[48] AI DI

[36] AIII DII

[38] AIII DII

Saliency
based Methods

[42] AI DII

[51] AIII DI

[56] AIII DI

[50] AI DII

[49] AI, AIII DII

[50] AI DII

[66] - DII

Detector based
Methods

[1] AI DII

[31] AIII DII

[59] AIII DII

[84] - DII

User-in-the-loop
Methods

[64]∗ AIII DIII

[65]∗ AIII DIII

[70] - DIII

[71] - DIII

[72] - DIII

[73] - DIII

[74] - DIII

[75] - DIII

[76] - DIII

[90]∗ - DIII

[33]∗ - DIII

[78]∗ AI DIII

[79]∗ - DIII

[82] AIII DIII
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(DIII) Recognition of products: This relates to recognition
or classification of isolated products where localiza-
tion is not important.260

(DIV) Retrieval of rack images: Given a pool of rack im-
ages, the goal is to retrieve the rack images contain-
ing the query product.

A comparative study on performances of these approaches
under different categories of the problem (DI, DII, DIII265

and DIV) is presented in Section 10. Note that out of
all state-of-the-art methods for detecting retail products,
only five methods [48, 36, 64, 65, 33] assume the presence
of planogram in order to locate the products in a rack.
In these methods, planogram informs the algorithm about270

the particular product expected in a given location of the
rack. Naturally, test for absence or presence of the ex-
pected product at a given location reduces the challenge
of discovering a product in absence of planogram informa-
tion. Next we discuss and assess each group of the tax-275

onomy in detail. We start with the first approach, block
based methods.

5. Block based Methods

In block based methods, several overlapping or non-
overlapping blocks are selected from the rack image as po-280

tential regions containing products. Consequently, local
features (like SIFT [25, 26], and SURF [39, 40]) are com-
puted from each such block and also from each of the prod-
uct templates. For each block of rack image, the features
are matched with those of product images. The product285

image with highest matching score is selected as the prod-
uct for the block. The final detection result is generated af-
ter applications of various post processing techniques [50].

As mentioned earlier, the block based methods are clas-
sified into two categories: (a) Sliding window, and (b) Grid290

based methods. Next we discuss these methods in detail.

5.1. Sliding Window based Methods

A graphical illustration of sliding window based meth-
ods is presented in Fig. 7. In this case, all state-of-the-art

Figure 7: Block diagram of a sliding window based method

methods are unsupervised recognition techniques as de-295

scribed next chronologically.
Unsupervised Methods: In [1], Merler et al. pro-

vide three baseline approaches for their own dataset (made

publicly available). Their primary goal is to address the
recognition problem where the quality of product template300

(referred as in vitro image) largely differs from the rack
image (referred as in situ image). They compare three
kinds of localization approaches. One of them is the slid-
ing window based approach. In this method, the probable
product locations (i.e. regions of rack image) are localized305

by sliding windows of different scales. The concatenated
histograms of a and b color planes of each region in Lab
colorspace [92] is matched with that of product templates.
The matching score of a probable region is determined by
taking the smallest order statistic of intersections of his-310

tograms of the region and that of product templates.
For verification of planogram compliance, Marder et al.

propose a solution in [58]. They detect products through
two successive layers. In the first layer, they detect prod-
ucts in the rack image using three different methods: (i)315

point based vote map [93], (ii) sliding window based His-
togram of Oriented Gradients (HOG) [57], and (iii) sliding
window based Bag of Words (BOW) [94]. It is shown that
vote map produces better result compared to other two
methods. In the second layer, they refine the recognition320

performances by resolving visual ambiguity using saliency
map. For the same planogram compliance problem, Saran
et al. [44] provide a solution first finding the shelves (i.e.
the horizontal bundle of lines in a rack image) utilizing
Sobel operator followed by Hough transform [95, 96]. In325

the detected shelves, the products are localized and rec-
ognized through two consecutive steps: (i) sliding window
based SURF feature correspondence, and (ii) false posi-
tive removal using color histogram matching between im-
age patch in the rack and product images. Even though330

this method is evolved for verification of planogram com-
pliance, the planogram information is nowhere utilized in
the entire scheme.

Recently in [52], Ray et al. solve the planogram compli-
ance problem using a two-layer approach. The first layer335

finds out exhaustive match of product images with the
products in a shelf image by sliding a number of windows.
The exhaustive list of sizes of sliding windows depend on
the physical dimensions of products and shelf. Windows
of the shelf image are matched with the product images340

integrating a variant of SURF and correlation scores. The
second layer determines winner match out of all possible
matches at a particular location using a graph theoretic
approach.

5.2. Grid based Methods345

The overview of grid based methods is graphically demon-
strated in Fig. 8. As per the proposed taxonomy, state-
of-the-art methods (see Table 3) under this category are
described in two sub-categories: unsupervised and super-
vised methods as presented below chronologically.350

Unsupervised Methods: Zhang et al. [28] introduce
a baseline method for their dataset where detection of re-
tail product is posed as an image retrieval problem. Their
objective is to retrieve the rack images which contain a
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Figure 8: Block diagram of a grid based method

given product template. They first apply a Harris-Affine355

interest region detector [97] to identify interest regions of
rack images. From the interest regions, the SIFT features
are extracted. Subsequently, a vocabulary is constructed
with the help of SIFT features of rack images. In order
to build the vocabulary, the visual words are determined360

by applying hierarchical k -means clustering [98] on SIFT
features of all rack images. Next, any product or a re-
gion of rack image is represented using the histogram of
these visual words. In retrieving rack images for a given
product, all rack images are divided into a number of sub-365

images. Consequently histogram of visual words of each
sub-image is matched with that of the given product image
using four different similarity measures. The performances
of four similarity measures are also compared in [28]. In
2009, Zhang et al. present an extension of this method in370

[29]. In their extension, they create the visual dictionary
by considering different scales of their rack images. Fur-
ther, an improved matching scheme is introduced to find
a correct match between the block of rack and product
images.375

In [41], Bigham et al. propose a shopping assistive sys-
tem (VizWiz::LocateIt) for visually impaired persons. In
order to operate VizWiz::LocateIt, visually impaired per-
sons are supposed to capture images of shelves when mov-
ing through an aisle and query for a specific product. The380

request is send to the remote server for addressing the
query. In this system, the authors first divide the rack im-
age into number of sub-images. Consequently, each sub-
image is matched with product images. They present a
comparison of two matching schemes: SURF [39, 40] and385

color histogram based matching. In another attempt, Higa
et al. [54] utilize compact binary descriptor (BRIGHT)
[53] for identification of key points and extraction of visual
features from rack and product images. For each key point
correspondence between rack image and product images,390

the product center is estimated in the rack image using
the method as in [99, 100]. Subsequently, multiple identi-
cal products are identified by grid based voting of possible
positions of product center and recursive geometric verifi-
cation scheme.395

Supervised Methods: In [30], George et al. present
a multi-label image classification approach for localization
and recognition of products. They first establish a locality-

constraint linear coding (LLC) [101] model using dense
SIFT features of product images. Consequently, they sub-400

divide the rack image into several blocks. LLC features are
then extracted from each block of the rack image and prod-
uct images. A discriminative random forest [102] is trained
with LLC features of product images. Using the trained
model, a multi-class ranking of products is determined by405

classifying each block of the rack image. Furthermore, the
authors perform a deformable spatial pyramid based fast
dense pixel matching [103] and genetic algorithm based op-
timization scheme [104] for localization and recognition of
products in the rack image. The authors of [30] make their410

dataset of products and rack images publicly accessible. In
order to assist shoppers, George et al. [89] design a ma-
chine vision system which automatically finds out location
of products in a rack image. The system has two sepa-
rate modules. In the first module, to infer the information415

related to product, the brand name is predicted through
two successive steps: (i) detection of text region using [105]
and (ii) detection of texts in those regions using Optical
Character Recognition (OCR) [106]. Remaining module
takes care of fine-grained classification of products as fol-420

lows: the visual features are extracted using discriminative
patches as in [107]; the products are localized using spa-
tial pyramid based image representation [94]; the products
are recognized using SVM; finally the recognition perfor-
mance is improved using active learning [108] through user425

feedback.
Pros and Cons: The primary advantages of block

based methods are that the schemes are simple and easy to
implement. The critical disadvantage is: how to choose the
number and size of overlapping or non-overlapping blocks?430

In most cases, authors have chosen these parameters either
experimentally or from prior knowledge. Thus, accurate
localization of products can not be guaranteed in many
cases. Moreover, the overlapping block based methods are
computationally expensive.435

The block based methods consider enormous number
of sliding windows of different scales and sizes to locate
the products in a rack. In other words, these methods ex-
haustively search for the products in the rack. As a result,
these methods are robust against rotation and scaling of440

products in the rack.
On a different point, the slow execution of these meth-

ods is a major drawback in designing a real time system
like shopping assistive application. To avoid exhaustive
search for products in a rack, the geometric transformation445

based matching or graph theoretic approach looks like a
promising direction of research. Next section presents the
geometric transformation based methods.

6. Geometric Transformation based Methods

In retail store setting, images of racks captured by a450

handheld device undergo geometric transformation due to
oblique view of camera with respect to the rack. As a re-
sult approaches in this group attempt to calculate features
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Figure 9: Block diagram of a geometric transformation based
method: colored dots denote the key points, P1 represents a product
and H1, H2 are the homographies between the product P1 & rack.

which are invariant to affine or projective object to image
transformation. Most of the approaches in this group eval-455

uate key point based local features (using SIFT, SURF
etc.) for the rack and product images. The key point
correspondences between rack image and product images
are obtained using various techniques like clustering of key
points or Hough voting. Finally, using these key point cor-460

respondences, products are recognized and localized in the
rack image. In Fig. 9, we demonstrate a typical geometric
transformation based method. As per the proposed tax-
onomy, state-of-the-art methods (see Table 3) under this
category are described next in two sub-categories: unsu-465

pervised and supervised methods.
Unsupervised Methods: The block based match-

ing approach in [1] described earlier in Section 5, utilizes
geometric transformation. In this approach, the SIFT fea-
tures are extracted from both rack and product images.470

Consequently, the correspondences of SIFT key points be-
tween rack and product images are determined. Using
those matched key points, the homography matrices are
calculated in order to locate the products in rack as de-
scribed in [26]. In [27], Auclair et al. extract SIFT key475

points along with feature descriptors from product images
and rack image. Consequently, they find correspondences
of SIFT key points between product images and rack im-
age. SIFT correspondences are determined by representing
SIFT based features into two following data structures: k -480

d tree [109] and Locality Sensitive Hashing (LSH) [110]. In
case of k-d tree based representation, Best-Bin-First algo-
rithm [111] is applied to find the matches of key points. It
is shown that LSH shows better performance compared to
k -d tree. Finally, the products are detected in rack by cal-485

culating affine transformations of products using RANSAC
[112] on the matched key points of rack and products. In
[32], Bao et al. propose a Scale and Rotation Invariant
Implicit Shape Model (SRIISM) in order to recognize and
localize retail products. SRIISM is a modified version of490

Implicit Shape Model (ISM) [113]. In SRIISM, SIFT and
BRIGHT [53] algorithms are applied to extract key points,
scales and feature descriptors. At each key point of rack
image, the features are matched with that of product im-

ages. Once the matching is complete, a probabilistic vot-495

ing using Hough transform is carried out on matched pairs
of key points (between rack image and product images)
for the probable center, scale and orientation of the prod-
ucts. Consequently, the localization and pose of products
are estimated by Best-Bin-First algorithm and maximum500

likelihood estimation respectively.
In [43], Kejriwal et al. aim to detect out of stock (OOS)

situations in supermarkets. In their scheme, the OOS is
detected by counting the products in a rack image. The
products are recognized using k-d tree [109, 111] based505

representation of SURF feature descriptors of all product
images. In the rack image, the products are counted in
two ways: (i) computing the maximum repeatability of
product image features, and (ii) localizing products us-
ing SURF correspondences along with RANSAC [112]. In510

contrast, Alhalabi et al. [45] develop a system to assist
visually impaired shoppers. The proposed system asks for
audio input from user for the brand name of a desired prod-
uct. Consequently, the audio input is converted to text and
a OCR technique is applied on product templates in order515

to select the product template for input product brand.
Next, the system takes rack image as input for finding
out the desired product brand. The product is recognized
and localized by finding out SURF key point correspon-
dences between rack image and product images followed520

by calculating the homography matrices of matched key
points. In a similar context, the authors of [46] aim to
develop a smart-glass based shopping assistive system for
visually impaired persons. They match SURF key points
of product images with that of rack image and calculate525

homography matrix to locate products in a rack image.
In [47], the authors determine locations of products in

rack image by estimating poses of products. The pose is
estimated with a Hough voting scheme. The Hough voting
is conducted on matched SURF key points of rack image530

and product images. For recognition of products, a k -d
tree [109] is constructed with SURF features of all prod-
uct images. The products in the rack image are identified
by applying Best-Bin-First search algorithm on previously
constructed k -d tree. Furthermore, the fine-grained recog-535

nition is performed using pose-class histogram in Hough
space. For detection of multiple instances of a product,
Zhang et al. [34] present a dual-layer density estimation
scheme. From all product images, SIFT feature descrip-
tors are extracted to form a tree or hash representation.540

In their paper, the performance of different feature repre-
sentation schemes (like k -d tree, hierarchical k -means tree
[114, 115], vocabulary tree [116, 117], local sensitive hash-
ing (LSH) [118, 119], Semi-supervised hashing (SSH) [120],
and near-optimal hashing [121]) are compared. Among all545

those feature representation schemes, near-optimal hash-
ing technique shows better accuracy and efficiency for their
proposed model. For recognition of products, SIFT key
points of rack image are matched with those of product im-
ages stored in near-optimal hash table. Consequently, the550

products are localized by applying a two-stage adaptive
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kernel density estimation method on matched key points
as in [122]. A similar kind of approach is proposed in
[35]. Zhang et al. [35] form an LSH representation of
SIFT features of product images. For recognition of prod-555

ucts, a nearest neighbor retrieval process is performed to
find the correspondences between key points of rack im-
age and those of product images stored in an LSH table.
Subsequently, the products are localized by calculating a
homography matrix of matched key points with the help560

of RANSAC algorithm.
In [48], Zientara et al. develop an integrated prod-

uct detection system using android-powered smart glass1

equipped with a camera and audio channel. The system is
named as Third Eye which is developed to assist visually565

impaired shoppers in supermarkets. In this approach, the
product is recognized by determining correspondences of
SURF key points between rack image and product images.
For single instance of products, the product is localized by
calculating a homography matrix based on the correspon-570

dences of key points between rack and product images.
For multiple instances of products, the planogram infor-
mation is used to localize the products followed by the
recognition of products using key point correspondences
between rack and products. Recently in 2017, Tonioni et575

al. [36] attempt to solve the problem through two succes-
sive steps. First they find probable matches of product
images (say observed output) in a rack image using SIFT
and Hough transform. Later they apply sub-graph isomor-
phism between observed output and actual output (given580

in a planogram) in order to find out missing items and to
remove false matches in observed output.

Supervised Methods: In order to assist visually im-
paired shoppers, Cleveland et al. [38] develop a navigating
robot. They extract shelves from rack image using mor-585

phological operation followed by edge-linking algorithm.
For localization of products, they utilize 3D point cloud of
rack image derived from RGBD sensor or from the integra-
tion of laser and camera output [123]. The products are
recognized through Näive Bayes nearest neighbor classi-590

fier [124] trained with dense SIFT [37] features of product
images.

Pros and Cons: Geometric transformation based meth-
ods typically assume that the key points are identified
correctly and key point correspondences are established595

accurately. Naturally, the performance of the schemes dis-
cussed above are dependent on assumptions related to key
points.

If the products displayed on a rack are planar, homog-
raphy estimation is not strictly necessary. Also, SIFT and600

SURF features are not sensitive to affine transformations
between product and rack images. Unfortunately in retail
store setting it is difficult to ensure the correct estimation
of key points. Key points in a rack image are often missed
due to poor illumination. On the other hand, more than605

1https://www.xda-developers.com/android-based-smart-glass-
round-up-whats-new-at-ces-2016/ accessed as on 3rd Feb, 2019

desired number of key points are detected in a noisy rack
image with cluttered background. This yields many incor-
rect geometric transformations between products and rack
images.

However, for correct estimation of geometric transfor-610

mations, scaling and rotation issues between product and
rack images are automatically addressed. The entire ap-
proach is fast and suitable for real time implementation.
Overall, geometric transformation based methods are promis-
ing and can be integrated with other approaches for a re-615

liable result. Next we present saliency based methods.

7. Saliency based Methods

Saliency based methods localize products in a rack im-
age by utilizing saliency maps [87, 49], gradient image [56],
or by finding out potential regions [50] of rack image. Once620

the salient region of a rack image is determined, the lo-
cal features of those interest regions are calculated and
matched with that of product images. The block diagram
of a typical saliency based method is presented in Fig.
10. Next unsupervised and supervised methods of saliency

Figure 10: Block diagram of a saliency based method: P1, P2, · · · ,
Pn are the products.

625

driven approaches are discussed chronologically.
Unsupervised Methods: In [42], Winlock et al. try

to solve the problem designing a shopping assistive sys-
tem (named as ShelfScanner) for visually impaired shop-
pers. For any image, the feature vector is determined as630

the concatenated vector of all SURF descriptors and color
histograms. Subsequently, dimension of the concatenated
feature vector is reduced by applying Principal Component
Analysis (PCA) [125]. Finally, a probabilistic framework is
proposed to find out salient regions (i.e. locations of prod-635

ucts) in the rack image. In a similar context, Thakoor et
al. [51] aim to design a wearable aid for visually impaired
shoppers. They introduce a variant of SURF, Attention
Biased SURF (AB-SURF) features. An attention biased
saliency map of the rack image is derived for each prod-640

uct image by the attention biasing algorithm [87]. Conse-
quently, SURF features are extracted from salient regions
and matched with SURF features of product images. In
contrast, Frontoni et al. [56] build a smart camera for ver-
ification of planogram compliance. In their scheme, the645

morphological gradients [55] are calculated for the entire
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rack image. The gradient image is then matched with
product images using a template matching scheme as de-
scribed in [126]. In [50], Franco et al. present a scheme
using Harris corner detector [127] and 3D color histograms650

of rack image in Y CbCr color space [128] to find out salient
regions (i.e. possible locations of the products) in rack im-
age. The visual features of each salient region of rack are
compared with that of product images in order to recognize
the products. Bag of Words (BoW) (i.e. a visual dictio-655

nary [129, 130]) based visual features is formed by apply-
ing k -means clustering [131] on SURF features of product
images. The histogram of visual words from the visual
dictionary uniquely represents any product image.

Supervised Methods: For visually impaired shop-660

pers, Zientara et al. [49] present a product detection sys-
tem using a smart glass similar as in [48]. In [49], the
locations of products in a rack image are determined by
deriving the saliency map of the rack image. The saliency
map is computed using attention by information maxi-665

mization (AIM) [88] and SURF key points of the rack im-
age. Finally, the products are recognized using a CNN
[85, 86], trained on their own dataset of product images.
In [50], Franco et al. first transform the rack image into
Y CbCr color space [128]. The corners (using Harris cor-670

ner detector [127]) and 3D color histograms of the trans-
formed image are used in order to find out salient regions
(i.e. possible locations of products) in a given rack im-
age. CNN features from each probable location of rack im-
age and product images are extracted using a pre-trained675

CNN model (AlexNet [80]). Subsequently, the Euclidean
distances between the CNN features of each potential lo-
cation and those of product images provide a matching
score.

Recently in [66], the authors present a conditional ran-680

dom field (CRF) [132] based scheme. Similar products oc-
cupy neighboring locations in a rack. For example, bottles
of soft drinks may be visualized as a linear chain. The lo-
cal visual features are derived from convolutional layers of
a CNN model. Given a sequence of products in a rack, the685

CNN features are extracted from the sequence and fed to
a CRF model as a linear chain. Finally, forward-backward
[133] and Viterbi [134] algorithms are applied on the CRF
to find out labels of the given product sequence.

Pros and Cons: Saliency based methods are two-690

layered. In the first layer, the salient regions are identified
in a rack image. The second layer matches the salient
regions with products. In most cases, the first layer of
these methods do not miss to identify regions containing
products. But at the same time, the first layer tends to695

over-estimate the salient regions. As a result the saliency
based localization methods usually fail when rack image
contains partially-occluded products.

The second layer minimizes false detection due to clut-
tered background of the rack image. Like block and ge-700

ometric transformation based methods, the salient region
based methods also take care of rotations and scaling of
products in rack. The implementation of second layer is

relatively fast as the recognition is executed only for the
salient regions. Shopping assistive system implemented705

with any of these methods can always be operated in real
time.

Newer salinecy based deep learning tools like R-CNN
[135], Fast R-CNN [136], Faster R-CNN [137], Mask R-
CNN [138], and SSD [139] are yet to be explored for the710

problem under consideration. These methods require train-
ing data comprises of annotated rack images where each
product is labeled with bounding boxes. However, in a
retail store environment, capturing images of racks and
annotating the same for building a significant training715

dataset, is a painstaking activity. In contrast, the template
of the new packaging of a product is made publicly avail-
able before its actual arrival at the store. Therefore, tem-
plate driven approaches are preferred for detecting prod-
ucts in supermarket.720

Overall, saliency based methods require attention for
detecting partially-occluded products, which is a normal
situation in a retail store. Next section presents detector
based methods.

8. Detector based Methods725

For various real world objects like face [140] or pedes-
trian [141], there exists reliable dedicated detectors. De-
tector based methods (e.g. [1]) separately train a machine
learning tool (like AdaBoost [142]) with certain domain-
specific visual features (e.g. Haar-like features [62]) of730

product images to find out bounding boxes of products
in the rack image. Once the bounding boxes are detected,
the local visual features are extracted from the regions of
rack image for matching with the product images. Fig.

Figure 11: Block diagram of a detector based method: P1, P2, · · · ,
Pn are the products.

11 demonstrates a graphical illustration of detector based735

methods. As per the proposed taxonomy, state-of-the-art
methods (see Table 3) under this category are all super-
vised approaches, which are detailed next.

Supervised Methods: The approach of [1] is dis-
cussed in Section 5. There are three methods in [1]. Out740

of these three, one is the detector based method. How-
ever, the authors of [1] experimentally show that geometric
transformation based approach outperforms other two ap-
proaches namely sliding window and detector based meth-
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ods. In [31], Varol et al. apply an object detector [140]745

to determine the bounding boxes of products in the rack
image. After detecting the bounding boxes, the products
are recognized by SVM [143] classifier which is trained
with the color histograms and SIFT features of product
images. A similar approach is presented in [59]. Rather750

than detecting bounding boxes of products from the en-
tire rack image, the authors of [59] first detect shelves in
rack image using Canny edge detector and Hough trans-
form. Consequently, the product locations (i.e. bounding
boxes) are detected from each shelf by the AdaBoost based755

modified Viola-Jones algorithm [140, 144]. In the detected
locations, the products are categorized by SVM classifier
trained with HOG and color features.

Recently in late 2017, Karlinsky et al. [84] present a
product identification method consisting of three succes-760

sive phases. In the first phase, they propose a probabilistic
inference model based on the SIFT features of a number of
patches of product images (i.e. training images) in order to
find out initial set of detections. In the second phase, the
initial set of detections are refined for fine-grained clas-765

sification of products. In order to do that, the detected
boxes from first phase are again classified through a re-
trained CNN model (VGG-f network [83]). Finally, in the
last phase, [84] integrates first and second phases with the
KLT tracker [145] in order to track the detected boxes in770

a video.
Pros and Cons: Like saliency based methods, these

are also two-layered approaches. First layer detects the
bounding boxes using a object detector while the second
layer takes care of the classification of products. The ob-775

ject detector trained with partially-occluded objects can
determine the bounding boxes for partially-occluded prod-
ucts in a rack. The object detector of the first layer could
also identify the product class for a bounding box. Utiliz-
ing this class information, the second layer may even per-780

form finer classification of products (e.g. challenges shown
in Fig. 3). However, this is not yet explored for methods
in this category. The object detector trained with rotated
and scaled objects could be a promising application. These
approaches are suitable for real time applications.785

In retail store setting, the intensity distributions of
train and test images are not necessarily identical (as dis-
cussed in Section 2). As a result, the detector based ap-
proaches, especially those using learning schemes like Ad-
aBoost, may fail to identify the bounding boxes. However,790

the statistical learning based object detector as in [84] does
not suffer seriously from such problems. Next we present
user-in-the-loop based methods.

9. User-in-the-loop Methods

User-in-the-loop methods do not automatically local-795

ize products in the rack. In the rack image, products are
cropped out either manually or by utilizing product’s in-
formation provided in a planogram. Subsequently, local
features of cropped products are matched with that of

product images. Thus, user-in-the-loop methods do not800

address primary challenges of localization of products in
the rack. In the following paragraphs, the unsupervised
and supervised approaches are chronologically briefed.

Unsupervised Methods: Approaches in [70]-[76] have
provided color constancy model to detect individual re-805

tail products. Though not explicitly mentioned, examples
show that the product images are cropped from rack im-
ages manually. Their proposed color constancy and shape
context model able to recognize individual products inspite
of uneven illumination and changes in color profile.810

In order to verify planogram compliance, Liu et al.
[64, 65] consider the problem as recognition of recurring
patterns. A brief discussion on recurring patterns [63] is
presented during feature analysis in Section 3.3 of this pa-
per. The rack image is first partitioned into distinct re-815

gions utilizing prior information about products given in a
planogram. In each region, the recurring patterns are rec-
ognized for detecting similar yet non-identical products.
Consequently an estimated layout of shelves is generated
displaying the detected products. For planogram compli-820

ance, the estimated layout is matched with the expected
layout using spectral graph matching as in [146].

Supervised Methods: In retail stores, similar prod-
ucts are usually placed adjacent to each other. Thus the
resultant context information is important. The placement825

of products forms a spatially continuous structure in terms
of brand and size. Advani et al. [90] propose a Visual
Co-occurrence Network (ViCoNet) learning model which
integrates the context information. In their scheme, first
the products are manually cropped from the rack image.830

Consequently, the cropped products are recognized by the
ViCoNet model. Similar as [90], Baz et al. [33] present
a context-aware scheme in order to perform fine-grained
classification of retail products. First, the planogram in-
formation is used to crop products from the rack image.835

Subsequently, products are recognized through two steps:
(a) context-free classification with SIFT features, Bag of
Words features and SVM classifier, and (b) context-aware
classification using two probabilistic graphical models: hid-
den markov model [147] and conditional random field model840

[148]. The methods in [78, 79, 82] are evolved using deep
learning algorithms. The authors of [79] manually crop
the products from rack and classify cropped images using
CNN model. The work in [82] presents a product clas-
sification scheme without considering the localization of845

products. For classification of retail products, the authors
of [78] determine features from the last fully connected
layer of CNN.

Pros and Cons: These methods do not localize prod-
ucts in a rack image. Only classification or recognition850

performances (not detection) are judged using these user-
in-the-loop approaches. As a result, these methods al-
ways show better detection performances than other re-
lated methods. In a realistic store level scenario with dif-
ficult challenges like identification of multiple shelves in a855

rack or identification of rack start and rack end points in
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a rack image, user-in-the-loop looks like a promising ap-
proach. This approach has the potential to detect a novel
product (not already available with product dataset) or to
identify a gap (missing product) in the rack space. Both860

these applications of novel product identification and gap
identification have major commercial impacts for retailers.

In the next section, we present a comparative study on
the performances of state-of-the-art methods.

10. Comparisons of Retail Product Detection Meth-865

ods

As mentioned earlier, there exists more than 35 pub-
lished papers for detection of products in retail stores. We
present the published results in order to compare the per-
formances of the existing approaches. However, to com-870

pare the results, there are two major constraints: (a) dif-
ferences in evaluation protocols, and (b) differences in set
of product templates and set of rack images. The limited
availability of benchmark public datasets is yet another
bottleneck. We begin the comparison by presenting the875

details of public datasets.

10.1. Publicly Available Datasets

Table 4 lists the publicly available datasets by their
year of publications, number of product categories, num-
ber of product images and number of rack images. The880

datasets are briefly described in the following paragraphs.

Table 4: Publicly available datasets (∗: 29 video footages, ∗∗: broad
product categories)

Year Dataset
# Product
Categories

# Product
Images

# Rack
Images

2007 GroZi-1202 [1] 120 676 29∗

2007 WebMarket3 [28] 100 300 3153

2014 Grocery Products [30] 27∗∗ / 3235 3235 680

2015 Grocery Dataset4 [59] 10 3600 354

2016
Freiburg Groceries
Dataset5

[79] 25 4947 74

1) GroZi-120 [1]: GroZi-120 dataset is the first ever
published benchmark dataset of grocery products. The im-
portant characteristic of this dataset is that the products885

and racks are imaged in completely different setup. Sam-
ple product and rack images from the dataset are shown
in Fig. 2. The product images are collected from gro-
cery web stores like Froogle6. The set of product images
includes images with a variety of illuminations, sizes and890

poses as they are taken from different vendors or photo

2http://grozi.calit2.net/grozi.html accessed as on 3rd Feb, 2019
3http://yuhang.rsise.anu.edu.au/ accessed as on 3rd Feb, 2019
4https://github.com/gulvarol/grocerydataset accessed as on 3rd

Feb, 2019
5https://github.com/PhilJd/freiburg groceries dataset accessed

as on 3rd Feb, 2019
6http://www.froogle.com accessed as on 3rd Feb, 2019

galleries. The rack images are captured in videos from re-
tail stores at store-level variations in illumination, scale,
reflectance, pose, color, and rotation. In addition, rack
images have cluttered background. Videos of store shelves895

are recorded using a VGA resolution MiniDV camcorder
at 30 fps. There are 29 videos with total duration of 30
minutes. The rack images are selected at every 5 frames of
the videos. In GroZi-120 dataset, the product images are
referred to as in vitro images while rack images are referred900

to as in situ images. The dataset is made of 120 categories
of products. The number of instances for an in vitro image
(i.e. product image) ranges from 2 to 14. Moreover, the
dataset contains 14 to 814 in situ images corresponding to
an in vitro image. For creating the ground truths, the rack905

image and location (i.e. bounding box) corresponding to
each product image are manually annotated.

(a) (b)

Figure 12: WebMarket dataset [28]: (a) product images (b) rack
image.

2) WebMarket [28]: WebMarket dataset with images
of size 2272 × 1704 or 2592 × 1944 are collected from 18
shelves each of length 30 meters in a retail store. The910

rack images are captured when the products are on the
shelf. Each product is also captured off the shelf to use as
product template. Thus, rack images differ from product
images in scale, pose and illumination. Fig. 12 presents
example of product and rack images. This dataset contains915

3 instances for each of 100 product categories. The dataset
also includes fine-grained product categories having minor
variations in packages. The ground truth (as defined for
the previous dataset) is generated by manually identifying
location and product category of each product located in920

the rack images.

(a) (b)

Figure 13: Grocery Products dataset [30]: (a) product images (b)
rack image
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3) Grocery Products [30]: The Grocery Products
dataset is developed to address the fine-grained (i.e. simi-
lar yet non-identical) classification and localization of ob-
jects. The product images are collected from the web. The925

template images are captured in studio like environments.
The rack images are captured using a mobile phone in nat-
ural retail store environment. Rack images are recorded
from different viewing angles with various lighting condi-
tions and magnification levels. In Fig. 13, we show a few930

samples of rack and product images from the dataset. The
number of products in a rack image ranges from 6 to 30.
The ground truth (as defined for the previous dataset) is
manually created by labeling the categories and the loca-
tions (bounding boxes) of products in rack images. The935

dataset consists of 80 broad product categories. Out of
those 80 categories, the ground truth is available only for
27 product categories under which 3235 fine-grained prod-
uct templates are included.

(a) (b)

Figure 14: Grocery Dataset [59]: (a) product images (b) rack image

4) Grocery Dataset [59]: In the Grocery Dataset,940

the product images (see Fig. 14(a)) are captured in a
controlled environment with four types of cameras. The
rack images (see Fig. 14(b)) are taken from 40 grocery
stores with four types of cameras at various rack-to-camera
distances. The number of products in a rack image ranges945

from 2 to 137. The dataset includes 200 instances (on
an average) of 10 broad categories of products. In rack
images, each product is annotated by covering the product
with a bounding box using Google Image Clipper7 tool (a
framework for annotating ground truth of images). The950

ground truth is generated using the co-ordinates of the
bounding boxes and corresponding product categories for
each rack image.

5) Freiburg Groceries Dataset [79]: Freiburg Gro-
ceries Dataset consists of real world images of products955

and shelves. The product images are captured with four
different cameras at some grocery stores, apartments, and
offices in Freiburg, Germany. The dataset includes 97 to
370 instances of size 256× 256 for each of 25 categories of
products. In this dataset, the product images have clut-960

tered background and variation in illumination. On the
other hand, the rack images are recorded with a Kinect

7https://code.google.com/archive/p/imageclipper/ accessed as
on 3rd Feb, 2019

(a) (b)

Figure 15: Freiburg Groceries dataset [79]: (a) product images (b)
rack image

v2 camera8. Hence, the dataset comes with RGB image,
depth image, and a point cloud of the scene corresponding
to each rack image of size 1920 × 1080. Furthermore, the965

rack image displays multiple instances of stacked products
with a cluttered background. Fig. 15 demonstrates some
example of product and rack images from the dataset.
Next we present the comparison of the published results
of existing methods.970

10.2. Comparison using Published Results

In this survey, an extensive comparative study is con-
ducted per category of the problem: (DI) detection of sin-
gle product, (DII) detection of multiple products, (DIII)
recognition of products, and (DIV) retrieval of rack images975

as listed in Table 3. Note that the results in rest of the
tables and figures are reproduced from the respective pub-
lications. We also include the execution time (in seconds)
of the product detection schemes and the corresponding
computer configurations in rest of tables reproduced from980

the respective papers. In a few cases, we are unable to
include results due to imprecise definitions of evaluation
indicators [27, 38, 42, 46, 49]. Next we start our compar-
ative study with detection of single product.

Table 5: Comparison of single product detection performances on
private datasets: the values in bold indicate the best detection per-
formances.

Publication
Detection Result Data Specifications

Accuracy (%) Recall (%) #Products #Racks

[41] 57.10 - - -

[45]Υ 78.00 - 775 1550

[51]Λ - 94.12 10 1037

[56]% 85.00 - - -

NOTE:
ΥAverage results of two different categories of test images: rack

with single instance and two instances of a product [45]
ΛAverage results of different product categories
%Results of their “MEDIUM” [56] case experiment

(DI) Detection of single product. We find that985

only four competing methods [41, 45, 51, 56] under this
category for the comparisons. These methods are evalu-
ated using accuracy and recall. The accuracy, recall and

8https://github.com/code-iai/iai kinect2 accessed as on 3rd Feb,
2019
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Table 6: Comparison of detection performances on benchmark datasets: the values in bold indicate the best detection performances.

Dataset Publication
Detection Result Data Specifications Time Consumption

Accuracy (%) Recall (%) Precision (%) #Products #Racks
Test Time
(sec/img)

Comp
Specs

GroZi
-120

[30]⊕ - 43.03 13.21 120 885 01.95
CPU: 2.4GHz
RAM: 4GB

[50] (BOW) - 46.30 45.70 120 13120 - -

[50] (DNN) - 52.70 45.20 120 13120 - -

[84] - - 49.70 120 4973 - -

Grocery
Products

[30] - 68.50 30.70 3235 680 01.95
CPU: 2.4GHz
RAM: 4GB

[89] - 61.90 - 3235 680 27.60
CPU: 3.4GHz
RAM: 16GB

[47] 84.60 - - 3235 680 09.00 CPU: Core i7

[36] - 90.20 90.40 181 70 - -

[50] (BOW) - 76.50 77.70 20 71 - -

[50] (DNN) - 73.60 73.10 20 71 - -

[84]� - - 44.72 3235 680 - -

[52] - 88.51 - - - - -

Grocery
Dataset

[31] - 89.00 88.00 10 229 - -

[59] - 94.00 81.00 10 354 - -

WebMarket [52] - 90.8 - - - - -

NOTE:
BOW: Bag of Words; DNN: Deep Neural Network
�In this paper, the “Grocery Products” dataset is referred as “GroZi-3.2K”

precision are calculated using True positives (TP), false
positives (FP), true negatives (TN) and false negatives990

(FN). As given in [45], the count of TP is increased when
a product is present in the rack and the algorithm detects
it. The count of FP is increased when the product is not
present in the rack but the algorithm detects the prod-
uct. The count of TN is increased when the product is not995

present in the rack and the algorithm also does not detect
it. Finally, the count of FN is increased is the count of
product present in the rack and the algorithm does not de-

tect it. Consequently, the accuracy, recall and precision are
defined as: Accuracy = TP+TN

TP+FN+FP+TN , Recall = TP
TP+FN1000

and Precision = TP
TP+FP .

All of the methods [41, 45, 51, 56] are evaluated on the
private (or in-house) datasets. The Table 5 presents the
results of the methods taken from the respective papers. In
terms of accuracy, saliency based method [56] outperforms1005

other methods in detecting single product in a rack.
(DII) Detection of multiple products. In order

to detect multiple products in one go, the localization of

Table 7: Comparison of detection performances on private datasets: the values in bold indicate the best detection performances.

Publication
Detection Result Data Specifications Time Consumption

Accuracy (%) Recall (%) Precision (%) #Products #Racks
Test Time
(sec/img)

Comp
Specs

[58] 87.40 - - 223 240 - -

[44] 92.00 - - 25 - ¡01.00
CPU: Core i3
RAM: 2GB

[54] - 96.10 99.70 65 24 00.14 CPU: 3.5GHz

[32]ϑ - 90.00 95.00 221 87 ¡00.40 CPU: 3.5GHz

[43] (Method 1)† - 82.19 90.00 96 2681 - -

[43] (Method 2)† - 77.85 90.00 96 2681 - -

[34]Ξ - 95.40 95.30 70 - 02.90
CPU: 2.5GHz
RAM: 8GB

[35]$ 94.66 - - - - 00.43 CPU: 2.5GHz

[66] - 87.00 91.00 972 24024 - -

[84] - - 91.30 121 567 - -

[52] - 92.4 - 750 150∗ - -

NOTE:
ϑThe recall value is extracted from recall-precision graph
†Average results of 4 partitions of their dataset: D1, D2, D3, D4
ΞAverage results of partitions of their dataset: High, Medium, and Low texture level
$Average results of partitions of the dataset: 5 categories of products
∗Experiments are performed per shelf of the rack images (> 2000 shelf images)
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Figure 16: Performance analysis of proposed taxonomy: not all the references have reported accuracy, recall and precision measures.

Figure 17: Performance analysis of features: not all the references have reported accuracy, recall and precision measures.

products is the primary step of the solution. Thus the
taxonomy (as presented in 3) is proposed primarily based1010

on the localization strategies of the solutions. The orga-
nization of our comparative study on this category of the
problem is as follows: (a) first we discuss the evaluation
indicators reported in the related papers. Subsequently,
we present the dataset specific performances of state-of-1015

the-art methods in Tables 6 and 7. (b) Next we present
the best and worst performances of the proposed taxon-
omy over all datasets in Fig. 16. We also present the best
and worst performances of the features over all datasets in
Fig. 17. (c) The performances of supervised and unsuper-1020

vised methods over all datasets are compared in Fig. 18.
(d) Dataset-wise best methods are provided in Fig. 19.
(e) Finally, we provide a few other performance indicators
and the corresponding references (see Table 8). Highlights
of each of the above points are briefly discussed in the1025

following paragraphs.
Similar to single product detection system, the perfor-

mance of multiple product detection system is measured
using recall, precision and accuracy as described in [50].
The definitions of recall, precision and accuracy remain1030

same as in case of single product detection system. How-
ever, the definitions of TP, FP, FN and TN vary as follows.

If the center of a detected product box lies within the
ground truth product box (or the intersection over union
between the detected and ground truth product boxes ¿=1035

50%) and the label of the detected product is same as that
of ground truth, then the detected product is considered
as a TP. If the label of the detected product is different
from that of the ground truth, the detected product is then
considered as an FN. If the center of the detected prod-1040

uct box is outside of the ground truth product box (or the
intersection over union between the detected and ground
truth product boxes ¡ 50%), then the detected product is
considered as an FP. Otherwise the detected product is
considered as a TN.1045

Table 6 lists the benchmark dataset specific results re-
produced from respective papers while Table 7 presents the
results on private datasets. In some state-of-the-art meth-
ods, the recall is calculated as detection accuracy over the
entire test dataset. In that case, we report the recall rate1050

as detection accuracy in Table 6 and Table 7.
From Fig. 16, it can be noticed that the geomet-

ric transformation based methods show consistent perfor-
mance for all the indicators. Note that the Fig. 16 does
not include user-in-the-loop methods as they only deal1055

with recognition of products and not their localization.
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Figure 18: Performance analysis of unsupervised and supervised
methods: performance is not reported using accuracy measure for
supervised methods.

From Fig. 17, the superiority of key point based features
is clearly established. However, note that deep learning
based features are still not widely explored in the field of
retail product detection. Fig. 18 shows that the unsu-1060

pervised methods outperform supervised methods in case
of all the indicators due to unavailability of large num-
ber of instances of products. The deep learning based su-
pervised schemes [59, 66] show almost equal performances
compared to unsupervised schemes.1065

In Fig. 19, we present the best performance on each
dataset. It is to be noted that neither recall nor preci-

Figure 19: Best results on each dataset

sion rate exceeds 60% on GroZi-120 dataset. Although the
performance on private (refer ‘Others’ in Fig. 19) dataset
is significant, that is not the case for challenging public1070

datasets.
As suggested in [50], the performance of a retail prod-

uct detection system can also be measured by overall recall
and overall precision rate. These measures are utilized for
evaluating localization performances of a product detec-1075

tion system. The recall of a true product can be deter-
mined as the proportion of the ground truth area covered
by the detected boxes. The precision of detected product
can be calculated as the proportion of the detected prod-
uct area that covers the ground truth product. Thus, for1080

any given rack image I, the recall and precision can be
defined as:

◦ Recall(I) = 1
|GI |

∑
GI

r

A(∪GIr ∩ ∪DI
r)

A(∪GIr)

◦ Precision(I) = 1
|DI |

∑
GI

r

A(∪DI
r ∩ ∪GIr)

A(∪DI
r)

where A(·) represents the area of a spatial region, GIr rep-1085

resents the ground truth object of r-th class in I, DI
r rep-

resents the detected object of r-th class in I, ∪GIr is the
spatial union of ground truth objects of r-th class in I,
∪DI

r is the spatial union of detected objects of r-th class
in I, |GI | is the number of all ground truth objects in I,1090

and |DI | is the number of all detected objects in I. Con-
sequently, the overall recall and overall precision (as sug-
gested in [50]) can be determined as the weighted mean of
recall and precision respectively over all images in the test
dataset T .1095

◦ Overall Recall = 1
|G|

∑
I∈T
|GI | · Recall(I)

◦ Overall Precision = 1
|D|

∑
I∈T
|DI | · Precision(I)

where |G| =
∑
I∈T |GI | and |D| =

∑
I∈T |DI | are the total

number of ground truth objects and the total number of
detected objects respectively in T . These two indicators1100

are described as continuous measures.

Table 8: Comparison of detection performances measured by contin-
uous measure

Dataset Publication Method
Detection Result

Overall
Recall (%)

Overall
Precision (%)

GroZi-120

[1]†
CHM 15.00 17.00

SIFT 72.00 18.00

Adaboost 15.00 17.00

[50]⊗
BOW 41.80 39.20

DNN 44.40 37.50

Grocery
Products

[50]q
BOW 65.40 73.70

DNN 54.70 73.90

NOTE:
CHM: Color Histogram Matching
BOW: Bag of Words
DNN: Deep Neural Network
†evaluated on the entire dataset
⊗evaluated on 13120 #racks for 120 #products
qevaluated on 71 #racks for 20 #products

In context of retail product detection, retailers are more
interested in knowing the percentage of correctly identified
products in rack rather than the ratio of areas of ground
truth and detected products in a rack. Perhaps due to this1105

reason, only two approaches [1, 50] evaluate the perfor-
mance using overall recall and overall precision. The first
paper on retail product detection, [1] presents the perfor-
mances of the proposed system using these measures on
the GroZi-120 dataset. Later, Franco et al. [50] also mea-1110

sure the performances of the proposed system using these
measures on GroZi-120 and Grocery Products datasets. In
Table 8, we tabulate the reproduced results from the re-
spective papers. In case of GroZi-120 dataset, Franco et
al. [50] establish the superiority of their proposed schemes1115

(Bag of Words (BOW) and Deep Neural Network (DNN)
based schemes) over the methods of [1]. In Grocery Prod-
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Table 9: Comparison of recognition performances on one benchmark and other private datsets: the values in bold indicate the best detection
performances.

Dataset Publication
Detection Result Data Specifications

Accuracy (%) Recall (%) Precision (%) #Products #Cropped Products

Freiburg
Groceries
Dataset

[79] 78.90 - - 25 -

Private
Datasets

[90] 73.00 - - 62 ¿1000

[33] (HMM) 78.02 - - 794 108090

[33] (CRF) 79.86 - - 794 108090

[78] 63.00 - - 5 -

[82] - 89.30 91.90 8 -

NOTE:
HMM: Hidden Markov Model; CRF: Conditional Random Field

ucts dataset, [50] achieves highest recall of 65.4% using
BOW based approach and highest precision of 73.9% us-
ing DNN based approach.1120

(DIII) Recognition of products. The methods un-
der this category deal only with recognition of products.
The products are cropped from rack (manually or using
planogram information) and the cropped products are rec-
ognized by the respective method. These methods are1125

evaluated using accuracy, recall and precision. The defini-
tions of these performance indicators are same as in case
of (DI) detection of single product. The recognition per-
formances of the methods are tabulated in Table 9.

In context of planogram compliance, the performance1130

of product detection system can be evaluated using overall
accuracy of planogram compliance [64]. Let d be the num-
ber of ground truth labels in a dataset and T be the test
dataset. For each product label, let Ndet be the number
of detected products in a rack image I ∈ T . Let N be the1135

number of products specified in the planogram for the rack
image I. The planogram compliance accuracy (PCAc) for
l-th product label is defined as:

◦ PCAc(I, l) = 1− |Ndet−N |
N .

Subsequently, the overall planogram compliance accuracy,1140

OPCAc over all product labels and over all rack images
can be defined as:

◦ OPCAc = 1
d·|T |

∑
I∈T

d∑
l=1

PCAc(I, l),

where |T | is the number of rack images in the test set T .

Table 10: Comparison of performances of planogram compliance

Publication OPCAc (%)
Data Specifications

#Products #Racks

[64] 91.47 39 -

[65] 90.53 39 -

In the literature, we find only two published research1145

papers reporting the overall accuracy of planogram com-
pliance. In Table 10, we present the results from [64] and
[65].

(DIV) Retrieval of Rack Images. In context of

image retrieval, the performance of any retail product de-1150

tection system is measured using image retrieval accuracy
as defined in [28]. In this case, the objective of retail prod-
uct detection system is to retrieve the rack images which
display a given product. As suggested in [28], the image
retrieval accuracy can be defined as the percentage of prod-1155

ucts that have true matches with rack images. Formally,
the image retrieval accuracy can be defined as:
◦ Image Retrieval Accuracy = c

n ,

where c is the number of instances of the query images
retrieved in top s racks and n is the number of instances1160

of the query images in the ground truth.

Table 11: Comparison of rack retrieval performances measured by
image retrieval accuracy (IRA) on the entire WebMarket dataset

Publication
# of Top
Ranked
Retrieved
Images (s)

IRA (%)
Time Consumption

Test Time
(sec/image)

Computer
Specs

[28] 50 70.00 - -

[29] 5 75.00 0.025
CPU: 2.80 GHz
RAM: 4 GB

In terms of image retrieval accuracy (IRA), the perfor-
mances of state-of-the-art methods are presented in Table
11. It can clearly be seen that [29] outperforms [28] by
exactly 5%. Not only that, [29] establishes its superior-1165

ity within only 5 top retrieved rack images. Notably, the
authors of [28] consider top 50 retrieved rack images in or-
der to measure the performance of their proposed scheme.
Next we summarize our survey pointing to important fu-
ture directions of research.1170

11. Summary and Concluding Remarks

This paper presents the first comprehensive survey on
state-of-the-art methods of automatic identification of prod-
ucts on display in a supermarket using computer vision
based techniques. The performances of object recognition1175

systems using computer vision is being pushed constantly
for over last 50 years now [149]. In contrast, the com-
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Table 12: Key takeaways from the survey

Best methods in different contexts

Contexts Methods Remarks

Shopping assis-
tive system

Saliency based
methods [51, 56]

This is a single product detection problem. In Table 5, it can be seen that saliency
based methods outperform other methods. These methods are suitable for real-time
implementation.

For retailers Block based
methods [44, 54]

Provides solution for planogram compliance by detecting multiple products in one go.
Problem of accurate localization of products is addressed. These are computationally
expensive methods. But retailers can wait for the result at the cost of better accuracy.

Egocentric cam-
era based appli-
cation

Geometric trans-
formation based
methods [34]

Egocentric camera usually captures near-field images of rack. So the affine transformation
between product templates and near-field image of rack can be determined accurately.
However, as of now there is no related application using egocentric cameras.

Robot or drone
mounted camera

Detector based
methods [84]

Requires video based solution. Detector based methods should take care of relative motion
and detection of partially occluded objects. Drone based retail product identification is
a possibility yet to be explored.

Shelf-mounted
cameras

Block based
methods [44, 53]/
Detector based
methods [84]

In this pictures are relatively stable and viewing angle is fixed. Naturally, both block and
detector based methods should equally perform well within a reasonable execution time.

For detection of
single product

Saliency based
methods [51, 56]

In Table 5, it is evident that saliency based methods perform better compared to other
groups of methods.

For detection of
multiple products

Saliency based
methods [66]

From Table 6 and Table 7, it can be seen that saliency based methods is not the best in
detecting multiple products. However, these methods could lead to an initial estimate of
products which may be accurately detected using machine learning approaches.

For recognition of
products

Deep convolu-
tional neural
network [59, 66]

CNN based approaches are well known for these applications. Scalability, data augmen-
tation for single instance of product templates and minimal re-training are key issues that
need attention.

For retrieval of
rack images

Block based
methods [29]

Table 11 shows block based method is a good choice. However, only two attempts have
been made to solve this problem.

Issues addressed successfully

Issues Remarks

Detection of single product when
rack images are captured from near
fronto-parallel viewpoint

This issue has been solved to a great extent as evident in the results in Table 5 to Table
11.

Camera for capturing product tem-
plate and rack are unknown

This challenge is addressed to some extent as evident in the results in Table 5 to Table
11.

Issues that need attention

Issues Remarks

Fine grained classification of prod-
ucts

This particular issue is addressed only in [30]. Since then, we do not see any progress in
addressing this challenge in detecting products.

Identification of gaps between prod-
ucts

No attempts have been made yet to address this problem.

Identification of novel products No attempts have been made yet to address this problem.

Estimation of scale between prod-
ucts and rack

Only one attempt [58] has been made to estimate the scale between products and a rack.
This scale information is a fundamental prerequisite for product recognition.

Identification of vertically stacked
products

No attempts have been made yet to address this problem.

Identification of products with un-
even illuminations and specular ef-
fects

Few attempts have been made to solve these issues representing images in different color
spaces like Lab [1] and YCbCr [50]. Still these are important challenges.

Detection of products in rack im-
age captured using non-fronto par-
allel camera

There is no state-of-the-art approach that explicitly addresses this problem.
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munity is not that active in the particular problem space
discussed in this paper.

There are clearly two views to the problem under dis-1180

cussion. From the consumer’s point of view, product recog-
nition and localization are the key challenges. While prod-
uct recognition was addressed by many, localization and
assessment of localization accuracy need attention.

From the retailer’s point of view, product recognition,1185

localization and planogram compliance are important. At
the same time, automatic identification of gap (empty rack
space) is equally important and this particular problem
needs serious research attention.

In Table 12, we assess key takeaways from the sur-1190

vey. The table answers the following questions. (a) Which
methods are best for different application scenarios? (b)
What are the key issues that have been solved? (c) What
are the remaining issues that need more attention from
computer vision practitioners?1195

Given these, the natural question is: what are the key
system characteristics of an automatic computer vision ap-
plication for identifying products displayed on image? The
answer is the following.

11.1. Desirable Key System Characteristics1200

• Real-time: From the consumer perspective, the sys-
tem must operate in real-time such that availability of
products can be checked immediately. From the re-
tailer’s stand point, the system should operate close to
real-time given that the store must respond to consumer1205

need for replenishing the stock. From the perspective
of system integrator, there is always a trade off between
processing the image at the hand held device (where the
rack image is captured) or at the background or cloud.
However, system implementation is yet to receive seri-1210

ous attention from the researchers.
• Accuracy: The system should consistently operate at

high level of accuracy for a wide range of products in
order to establish its acceptability within the consumers
and retailers. There should be minimum or no user1215

interaction.
• Robustness: The key challenges come from mismatch

in scale between a product template and the rack image,
uneven illumination, variation in camera angle, and un-
stable image capturing due to hand held devices. From1220

the machine learning stand point (especially consider-
ing deep learning architecture), the major bottleneck is
the availability of single instance of the product image.
Naturally, synthetic generation of training images using
data augmentation technique requires special attention1225

for machine learning based technique to improve its per-
formance.

11.2. Future Directions

Looking at the challenges discussed so far, following
few key directions of research has emerged.1230

(a) Successful generation of region proposals: Key point
or saliency based region proposals that can successfully

crop a potential region containing a product is the key to
the success of a learning model. Proposals of multiple re-
gions and discovery of their arrangements on the racks at1235

one go using a graph theoretic or a constraint optimization
approach should be important research challenges.

(b) Semantic Segmentation: Potential regions may be
discovered from certain definition of objectness followed
by assigning them a class label. Non-maximal suppression1240

of objectness could identify semantic segments. Each pixel
[150] of the rack may be labeled for detecting the products.
Recent success of deep semantic segmentation models [151,
152, 153] should provide appropriate motivation.

(c) Scalability and adaptability: Product packages change1245

quickly. Number of products increases rapidly. Frequent
retraining of machine learning system is a serious bottle-
neck. These issues present interesting research problems.
A related difficult research problem is novelty detection
when a very similar but new product needs to be identified1250

as novelty compared to the existing product templates.
(d) Logo and OCR: Both recognition of logo and opti-

cal character recognition are popular research topics and
have seen limited success in many applications. There is
no serious effort as of now to integrate logo and OCR tech-1255

nologies with retail product recognition system.

(a) (b)

Figure 20: Examples of (a) missing product (marked by red contour)
and (b) tilted products on the shelf due to manual mishandling

(e) Utilization of depth information: Use of RGBD
[154] based system needs to be explored especially to iden-
tify gaps and missing products (see Fig. 20(a)). Appear-
ance of gaps is often influenced by uneven illumination.1260

Therefore, integration of RGBD system with other appro-
priate sensor data may be explored.

(f) No dedicated algorithm is explored for stacked prod-
ucts, especially when the products are arranged vertically
(see Fig. 4(b)). Similarly, recognition strategies need to1265

be made robust to certain extent such that manual mis-
handling of products (see Fig. 20(b)) can be taken care
of.

Overall, these challenges and approaches suggest that
the retail product identification system will continue to be1270

an exciting research and development field with sufficient
room for improvement in the years to come.
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